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Abstract components. In [8], a global criticality metric is based on
the assumption that the target system contains only one
The HW/SW partitioning problem addressed in this SW component, exploiting then the sequential nature of
paper is one of the key steps in the co-design flow okoftware processing. With heterogeneous multiprocessor
heterogeneous embedded systems. Generally the aim is &stems, this assumption is not valid yet and a task may
provide solutions that respect timing constraints and have several SW implementations [9]. Consequently, we
minimize an objective function such as the total area and/yse a path length metric based on the critical path length
or the power consumption. Minimizing the hardware area jntroduced in [1]. But the aim of [1] is to achieve the
conflicts with reducing execution time. Therefore, we fastest schedule of a set of tasks on a predesigned system

introduce an heuristic for synthesizing heterogeneous sysgefined as a set of interconnected processors.
tems that uses a global metric to guide the mapping of

tasks according to the reusability of components and theo Hardware-software co-design
time margin induced by timing constraints.

_ 2.1. The target architecture
1. Introduction

) ) Since the complexity of applications and ASIC
With advances of ASIC technologies and strong marketiechnologies are both increasing continuously, it is of

pressures there is a major interest in the investigation Oﬁarime importance to deal with systems on a chip
efficient co-design methodologies for embedded systemyomposed of several processor cores associated with
design. These systems are subject to stringent real im@egicated functional units. Furthermore, according to the
and embedding constraints such as silicon area and/Opayre of processing involved in the application, different
power consumption. Furthermore, due to the d|fferenttypes of processor cores (e.g., RISC and DSP) could be
nature of processing involved in application specific SyS-jntegrated in the target architecture. Therefore, based on a
tems, an heterogeneous architecture model composed berary of HW and SW components, each one executing
multiple software components (e.g., DSPs and RISCS)gne or several tasks, the aim of partitioning is to select the
coupled with dedicated hardware units is generally theget of components that corresponds to the better

only practical way to fit application requirements. jmplementation of the application, i.e. the implementation
Therefore, numerous works have focused on hardware(,hich respects timing constraints and minimize an

software partitioning which is a key.step in the co-design objective function. In the sequel, our partitioning
flow. For example, approaches in [6],[8],[10] target gigorithm attempts to minimize the total area of the system

monoprocessor based systems. Mutual exclusion ofyyt other objective functions could be investigated.
hardware and software parts is assumed in [7]. In [3] the

aim is to determine a distributed real time system
composed of processing elements that may perform
preemptive schedule. In [12] is presented an extension of Numerous static signal processing applications can be
the Kernighan/Lin algorithm for functional partitioning described with an acyclic data flow graph (DFG) [2],[11],
but it assumes that the set of units of the target architecturgs,=(v,E;), where nodest( [Vy) represent tasks, and

is defined first. edges (¢ U Ey) represent dependencies. Each edge is

our aim is to . . . annotated with the volume of datg do be transferred

provide solutions that respect real time R . o
constraints and minimize the silicon area. Minimizing the P&tweent; andt;. For sake of simplicity a single timing
area implies generally to make the best reuse of resource§onstraint o is set up for all the ending nodes®f but
Since this objective may conflict with timing constraints, it extending the algorithm with different timing constraints
is of prime importance to dispose of a global metric able tois straightforward. In figure 1 is given an example (issued
guide the partitioning heuristic in the allocation of from [1]) of a DFG representation of a system.

2.2. System specification



The function area is the incremental area that must beevaluation of these paths takes data communications into
added to the system to implement the function. Each taskaccount:
must have at least one realization model in the library of ol (Tou) = L. (T,u) +
HW and SW units. In the example depicted in figure 1 min I ke exe "Dtk | T
each task has as many realization models than units in the MaXDM'nfj 0suce(t). i Cu, u T ) ¥ Plnin (T W) 75
library.

plmax(Ti‘ uk) = texe(Ti’ uk) +

Type| P1| P2 | P3 Maer Osuce(t)), uIHtcuk, U, (Ti’ Tj) + pImr:lx(.rj’ ul) E
1|22 |13 | 212
2 | 4101/15| 3/12
3 |62/ | 34
2 25338 ) a0 where £, JT;,4) is the execution time of the taskon y,,
55| succ(;) represents the set of direct successors of task
40 S and y is the component that executgsThese two path
@ couples execution time/ function area lengths are evaluated for each task and each component of
Fig. 1 » An acyclic Data Flow Graph the library. The longest path length,gl(t;,u) whatever

Tj, a source node of the DFG, is noted Rk . An exam-

3. Path Analysis based Partitioning Algorithm (p,c%) ple of computation of the minimum path issued frogm
(figure 1) is given in figure 2.

One of the major problems encountered by partitioning o
heuristics is to evaluate at each decision step the impact 1Sk éxecutiontime  Execution times of successors
implied by mapping a task on a component on future ol (T P1)>3+ Max(Min(o+m+l)):7
iterations of the algorithm [9]. We use an extension of the mint > . '
path analysis introduced in [1] to evaluate the time Task Component Communication times
criticality resulting of the assignment of a task to a

Fig. 2 « Example of a path length computation
component. g P P g P

From a given task, the path lengths provide the esti-
mated boundaries on time delays until complete
L . . . executions of ending tasks of the graph. Evaluations of
The partitioning algorithm uses a simple communica-

. these paths do not depend on the schedule of tasks and can
tion model to evaluate delays due to data transfers : . N
between tasks: be performed in a former static step of the partitioning

algorithm [1].

3.1. Communications between components

tC m(T ) = D _

di'j ifkzm,0ifk=m
k, m

The partitioning heuristic is based on a scheduling
algorithm that determines an assignment and a schedule to

where g is the number of data to be transferred betweendata ready tasks, i.e. tasks whose predecessors have been
tasksT; éttj on units k and m and,B, is equal to the low- scheduled. In order to guide the partitioning process, the

. . algorithm computes available times associated with
est input and output throughputs of units k and m. . . .
couples <task, implementation model>. The computation

) of an available time takes into account the time constraints
3.2. Path length evaluation settled on ending tasks, path lengths issued from the task
and instants of availability of data deduced from the
PAZ is based on the study of the path lengths issuedschedule of predecessors of the task.
from a task to any ending task of the graph. The approach
presented in [1] attempts to determine the partition that
minimizes the total execution time and only minimum

critical path lengths are evaluated. Since the aim &fi®A For each data ready task, available times are computed
to provide solutions that respect timing constraints andfor any HW and SW components that are able to realize it.
minimize the total area, we consider both minimum and gjnce the partitioning algorithm is based on an iterative
maximum path lengths. The minimal (resp. maximum) nrocess, we distinguish instances of components that have
path length phin (resp. phay) from a task is the shortest  peen added in the architecture in previous iterations from
(longest) path in the DFG from to any ending task. The new instances deduced from models of the component

3.3. Available times of tasks



library. The available time jt;,u,) of a taskr; associated » Maximum freedom of schedul&(t;,uy)

to a new instances given by: This value gives the maximum available time frame to

schedule; (and successors of) on y, (Figure 3):

Ta(ri, uk) =T

max_

O
Max[j Opred(t;) Etend(Tj) + tCD(T,‘)v Uy (TJ" ri) 0 5(Ti: Uk) = Ta(Ti* uk) _plmin(Ti’ uk)

where pf;) is the component in the architecture executing  Components with the largest valuesaf,uy) are those
1. This time depends only on availability of data. The that impose the lowest constraints on the partitioning.
available time 7(t;,u,) associated with an instancg of

the architecture depends also on the utilization oby + Discrimination factory(t;,uy)

tasks that have been previously scheduled on it: _ . e(mu)  Plnay(Tu)
y(t,u) = 1- X
&(t;,u) PL

MAX

Ta(ri' uk) = Tmax_MaXEMaXfJ‘pETjE:u:end(Tj):
The discrimination factor is a weighted relative value giv-
ing the amount of time taken by, on the available time
frame &(T;,u) associated with; and its successors. This

In practice, an accurate value of(f,uy) is evaluated factor is weighted by the relative task position to lessen its
by scanning the idle time slots of in order to find the  influence as the algorithm proceeds.

earliest time slot greater thand{T;,u,) and such that data o
required byr; are available. 3.4. Task partitioning

Based on this set of metrics, the partitioning algorithm
Two relations between path lengths and task availableiterates with data ready tasks. gand A, be respectively

Max[j Opred(t;) %end(.{i) + tcp(Tj), Uy (Tj' Ti) %

times are obvious (Figure 3): a data ready task and an architecture under construction.
o (@) If plyin(Ti,u)< To(T;,U) and phaTi )< T(Tj,Uy) In a first phase, the algorithm encourages the reuse of
then scheduling; on y, is not harmful for successive instances of A With instances yilA,, able to realiza;
partitioning iterations. the algorithm constructs three lists (Figure 4):

* (b) If plmin(Ti U)> To(TiUk) and phyad(Ti,U)> Ta(Ti,U) ! L .

then the schedule af on y leads to the obvious failure ~ *LiSt Loreyse IN this list are placed instancgg 1A, such
of the partitioning due to timing constraint violations. that phnax(Ti, ) < To(Tj,U)-

e List L?quse This list contains instances/WA,, such

Plmin Plnax 12 thaty(tj,uy) = TreyuseWhere ToyseiS @ threshold value set
@ ) up by the designer. Setting.JscClose to 0 enforces the
Plmin Plmax p by g Qelise
(b) e reuse of instances. On the contrary, fixing,declose to
Plmin Plmax 1 attempts to provide solutions with lower execution
© | | pis 10 P
D ‘ ; times since the algorithm keeps a greater temporal
) time g p g p
Ik > margin according to time constraints.

Fig. 3 « Task allocation times o List Lohers REMaining instances of Aable to realize

T; and such that pha(Ti,Ue) < T4(Ti,ue) are placed in the

But these relations are not sufficient to guide the st Lothers

partitioning algorithm in all cases (Figure 3.c). Other
metrics are introduced to help the assignation process. With new instances derived from the library, the

algorithm constructs a new list,},, and updates the list
* Relative execution time drop:w() Lothers
This value represents the difference between the

L S o List L,ey This list contains new instanceg such that
execution time of; by y, and the lowest execution time of new R

Y(Ti,Ue) = Thew Where Ty is @ second threshold value

T by components of the library: set up by the designer. If,J,, is close to 1 the algorithm
_ = ) —Mi ) ) attempts to provide solutions with fast components. If
O 1) = ferel(ir U ~MiMly, g ibrary (fexe()- ) Thew iS Close to O the algorithm tries to minimize the
new




total silicon area. only the component P3 giving an execution time of 18
e List Lohers This list is updated with new instancgs u  time units and a total area of 38 units.
such that phin(Ti,U) < Ta(Tika)-

task Phin(Ti:P1) Phin(Ti:P2)| Phin(Ti:P3)| Phrax(Ti-P1) PhaxTi:P2)| PhaxTi,P3)
The partitioning algorithm operates as follows: il 9 7 9 31 30 30
) 12 14 6 10 27 26 28
while all the tasks of Gare not scheduledb 3 11 5 7 20 17 18
select data ready tasks @ 5 3 2 5 3 4
foreachimplementation modelof T; do 5 7 5 5 9 11 10
computey(t;,uy); place y in the corresponding list; 6 6 2 3 6 2 3
endfor; 7| 3 1 1 3 1 1
caseof
LY use? O: select WOL Y g sdPlmax(Ti,U) minimum;break; Fig. 5 * Results of the static phase
L2 euse? O: select WOLZq,ee/ V(T;,U) maximum;  break;
Lnew? O:  select L e,/ Area(y) minimum;  break; . ® 7
Lothers? U: select YOL gihers/ if Thew" Treuse’1 theny(tj,u) ‘ ‘ ] P:i
maximum else Area() minimumendif; break; T 2 e @ »
otherwise: error(“the partitioning is not feasible”)break; [ ] [ | PE
endcase ) ) ) HCP and PAwith Tmax = 9, Teuse= 0.2, Trew = 0.9, area = 47
schedule as soon gson Yy, according to available time slots gf u
endwhile; 1 5 7 16 12 13 4 P2
new instances \ [ ] [ ] \ | >
instances]A,, instances Or instance§lA, PA? with Tmax =14, Toyse= 0.2, Thew= 0.9 area = 43
o o S Tl 5 7 %6 2 3 4 P3
Llreuse I-Zreuse Lnew Lothers ‘ - ‘ ‘ ‘ ‘ >
PA? with Tmax = 20, Teuse= 0-09, Tew = 0.9 area = 38 g
U/ Plnax S TeTiU) U/ Y2 Treuse Y= Tnew e ,’ W2 ;feuse 012 3 456 7 8 9 101112 13 185161718 "~
Ui 7 Yie new
list sorted by~ list sorted by ~ area if Tnew Treuse™1 Fig. 6 « Partitioning and scheduling results
increasing pax decreasing,  optimization then list sorted by
decreasing else .
Order of selection of lists area optimization Another e_xample co-rresponds to a frequency domain
> block adaptive acoustic echo canceller (GMDI4])
Fig. 4 « The partitioning task whose DFG is given in figure 7. We consider a DSP56002
; L dij 256 256
Note that since the effect of the discrimination factor v
y(1;,u) is lessened as the algorithm proceeds, the number X 256 128

of instances placed in list€kseand Lyq,, increases and

in the meanwhile the temporal margin kept by the
algorithm decreases. This feature permits to approach the
time constraints when ending tasks and tasks close to end- 256
ing tasks are scheduled.
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4. Results

Fig. 7 « DFG of Gmdf a 14—»(22) &)
This algorithm has been developed in C. Results about

the simple example given in figure 1 are detailed first. Weprocessor with a mean /O throughput of rds/sec-
consider three different time constraints: 9,14 and 20 timeond and two hardware components (figure 8). Static values
units. Values of minimum and maximum path lengths areused by the algorithm are also given. The sampling
given in figure 5. Results of our partitioning algorithm and frequency imposes a time constraint of 8 ms. With a soft-
a comparaison with the HCP algorithm[1] are illustrated in ware only solution, there is a time constraint violation.
figure 6. If the time constraint is set up to 9 time unit$ PA Figure 9 shows results of partitioning that illustrate the
With Treus0.2 and T,e,70.9 provides the same results effect of threshold values. In the second column, the
than HCP, i.e, 8 time units and two components (P2 anoalgonthm assigns a softwarg component SW to_the initial
) task 1. This unit is used again, until the task 19 is reached
P3). When T.714, PR approaches the time wherey(19,SW) < Touse Then a hardware unit HW?2 is
constrain{(13 time units) with only one component (P2) yq4ed and remaining tasks of the graph are scheduled on
and a total area of 43 units. Whep,JJ=20, P selects  it, in order to match the time constraint. In this solution,



FFT type tasks are executed without parallelism by bothvide solutions that respect time constraints with reduced

HW?2 and SW. By increasing,,to 0.96, this situation is area. Two threshold parameters dealing with the
reusability of previous instances and the time margin

Tasks| T SW[ HWI HWZ pln(T, (@AWY phain(T;,AW2 : . . L
= R 2 Bin(TSW) Phin(® MWL) P IW2) iy 5sed by time constraints allow to adapt the partitioning
ot Togs 87/1.8 1098 829 objectives in order to perform a rapid evaluation of vari-
2 div 37125 692 ous alternatives. By selecting adequate values to these

: threshold parameters the designer can investigate

3 conv/ | 730/ | 123/ 1153 501 i i . X .

add2d | 0.21 | 0.86 solutions with rapid execution times or reduced area.
a | imo | o 87/1.8| 806 498

e — Some improvements are under investigation. One of
5 | sup (52/0:0816/08 382 1 them concerns the communication model that must be
6 fft 30165/ 87/1.8 639 345 extended in order to deal with more realistic structure of

e — components. For example a DSP or a RISC core may have

7t014 84/0.11 23/0.8 294 208 ; T e

mult different types of 1/0 ports, each one with different timing

151022  ifft 3710é 8718 593 185 characteristics (e.g., parallel or serial ports). Therefore, an

=T . effective selection of 1/O ports combined with well suited

23 to 30fft/addld o ;g 98187 451 %8 communication resources may lead to a lower area to sup-

Fig. 8 « Gmdf a: static values port data transferts between components of the
architecture.
Tasks Treus&0-85, | Treus&0-4, | Treuss0-93,
Thew=0.9 | Tnew=0.96 | Tpew=0.96
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